
Graph Mining CSF426 

Lab session 4 (evaluative) 

Time: 5 pm – 7 pm 

Date: 05-09-2024 

Instructor IC – Vinti Agarwal 

   
Instructions: All questions need to be answered. You are required to write programs in jupyter 

notebook and submit .ipynb on canvas. Please rename your solutions in format <ID-NAME-

LABNO>. For theoretical questions, you can type answers in the jupyter notebook itself. There is 

no need to create a separate text file.  [Total Marks =10]   

  

This lab exercise is based on Label Propagation algorithm (LPA), explained in the research 

paper“Learning from labeled and unlabeled data with label propagation” (Link) 

and Label Spreading Algorithm (LSA), based on the research paper “Learning from local and 

global consistency” (Link)  

You are provided with Iris Dataset which contains 150 data points and 3 class labels.  

Objective: Predict the labels of unlabeled data points (test data) using labels of train data points.  

 

Initial common steps:  

1. Extract the features from the dataset corresponding to each data point. You will have a 

feature matrix (X) of size (150 * 4).  

2. Using Gaussian similarity measure, construct a graph from X with 𝜎 = 0.1  

 

𝑊𝑖𝑗 = exp (−
‖𝑥𝑖 − 𝑥𝑗‖
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) 𝑖𝑓 𝑖! = 𝑗,    𝑊𝑖𝑖 = 0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

3. Extract the labels corresponding to each data point and convert them into one-hot vector 

form. You will get a matrix Y of size (150 * 3)   

4. Split your data into train/test (70/30 ratio) and convert the labels for test nodes to 0 vector.  

That is, a test node will have the corresponding label of (0 0 0) in one-hot encoded form. 

 

Steps to implement the LPA are as follows:  

 

5. Compute transition matrix T where, 
 

https://pages.cs.wisc.edu/~jerryzhu/pub/CMU-CALD-02-107.pdf
https://proceedings.neurips.cc/paper_files/paper/2003/file/87682805257e619d49b8e0dfdc14affa-Paper.pdf


                                   𝑇𝑖𝑗 = 𝑃(𝑗 →  𝑖) =  
𝑊𝑖𝑗

∑ 𝑊𝑘𝑗
𝑛
𝑘=1

   

 

The label matrix Y will be of form 𝑌 =  [
𝑌𝐿

𝑌𝑈
] 

 

6. Using the formula below, predict the labels for unlabeled test nodes.  

                                          𝑌𝑈 = (𝐼 − 𝑇𝑢𝑢 )
−1

 𝑇𝑢𝑙  𝑌𝐿    
 

𝑊ℎ𝑒𝑟𝑒 𝑇 𝑖𝑠 𝑟𝑜𝑤 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑  𝑓𝑜𝑟𝑚 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 𝑚𝑎𝑡𝑟𝑖𝑥 𝑇 𝑖. 𝑒.  𝑇𝑖𝑗 =   
𝑇𝑖𝑗

∑ 𝑇𝑖𝑘𝑘

 𝑎𝑛𝑑 𝑖𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑓𝑜𝑟𝑚   

𝑇 =  [
𝑇𝑙𝑙 𝑇𝑙𝑢 

𝑇𝑢𝑙 𝑇𝑢𝑢 
]  𝑎𝑛𝑑 𝑌𝐿  𝑖𝑠 𝑙𝑎𝑏𝑒𝑙 𝑚𝑎𝑡𝑟𝑖𝑥 𝑓𝑜𝑟 𝑙𝑎𝑏𝑒𝑙𝑒𝑑 𝑑𝑎𝑡𝑎 𝑝𝑜𝑖𝑛𝑡𝑠 (𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑑𝑎𝑡𝑎 𝑝𝑜𝑖𝑛𝑡𝑠) 

  

7. Plot and compute accuracy of original and LPA predicted labels for test data points.  

 

 

Steps to implement the LSA are as follows:  

8. Using the formula below, predict the labels for test nodes. 

𝑌𝑝𝑟𝑒𝑑 = (𝐼 −  𝛼 𝑆 ) − 1 𝑌 

Where 𝑆 = 𝐷
−1

2  . 𝑊. 𝐷
−1

2   

9. Plot and compare the distribution of original and LSA predicted labels for data points. Also 

compute the accuracy obtained on test data points. 

 

10. Compare the prediction from LPA and LSA for test data points by computing accuracy, 

precision and recall. Please note that precision and recall are class specific and will be 

computed for all classes separately. Suppose three class problem with three class labels 

1,2 and 3, when computing precision and recall for class 1, assume class 1 as positive and 

class 2 & 3 as negative. 

 


